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Abstract

The article demonstrates the theoretical foundations of the mathematical apparatus — the
continuum of linear programming. It demonstrates a technique for solving problems with the use
of orthogonal systems of functions. The article was an exact solution of the problem of variational
calculus to linear constraints. The purpose of the work is to develop accurate methods of solving
the problem in the class of Legendre polynomials. The study demonstrates an ability to build the
exact solution of the problem and the conditions under which the decision is allowed. Based on
the properties of Legendre polynomials, an exact solution of the problem of continual linear
programming is provided, in which the integrands and functional limitations are presented in
rows of finite degree. Analytically, it is proven that the solution obtained is a limiting case of the
linear combination of delta functions. It is shown that the parameters of the optimization problem
of finding the unknown functions plan contains half of the variables than in the canonical method.
Recommendations are given for the construction of the optimization algorithm. There is a
possibility of extending the proposed technology solution in the direction of using other systems
of orthogonal polynomials.
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PASPABOTKA METOOB PEIHIEHUS 3AJAY KOHTUHYAJIBHOI'O
JIMHEUMHOI'O ITPOI'PAMMMWPOBAHMUS C UCIIOJIB30BAHUEM
MHOJMHOMOB JIEXKAHIPA
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Hanunonaneneiit Texuuueckuid Yuausepcuret “XIIN”, yn. [lymkunckas, 1. 79-2, r. Xapekos, 61102, Ykpanna
e-mail: pom7@bk.ru

AHHOTaNUA

B cratbe mnpencTaBieHbl TEOPETHUECKHE OCHOBBI MaTEMaTHYECKOTO anmnapara KOHTUHYYM
JIMHEMHOro mnporpaMmupoBaHus. [loka3aHHbBI METOA pelleHHs 3ajlad  KOHTHUHYaJIbHOTO
JIUHEWHOTO MPOTPaMMHUPOBAHUS C MCIIOIH30BAHUEM OPTOTOHAIBHBIX CUCTeM (YHKIHA. B craThe
MOJyYeHO TOYHOE PEIICHHWEM 3a/laud BapUAIIMOHHOIO HCYHUCIEHUS TPU HAJIWYUU JIMHEHHBIX
orpannyenuid. llenpro paboTHl sBiIsSeTCS pa3paboTKa TOUHBIX METOAOB PEIICHHUS 33/]a4H B Kiacce
nonuHoMoB Jlexxanapa. IIpoieMoHCTpHpoBaHa BO3MOXKHOCTh IIOCTPOUTH TOYHOE pEIEHUE
3alaud U YCJOBHS, IMpPHU KOTOPBIX PEIIEHUE CYIIECTBYET. AHAIUTUYECKU JIOKa3aHO, 4YTO
MOJIyYEHHOE PEIlICHUE CIIeAYeT UCKaTh B BHJE JUMHEWHON KOMOWHAIMK JeinbTa-GhyHKIuA. JlaHbl
PEKOMEHJAIMM 1O IOCTPOCHUIO aJIrOpPUTMa ONTHMHU3AIMHU. YKa3aHO Ha BO3MOXHOCTb
HCTOJIb30BaTh MPHU PEIIEHNHN JAHHBIX 33J1a4 APYTUX CUCTEM OPTOTrOHAIBHBIX MHOTOYJICHOB.
KuarueBble c¢jioBa: KOHTUHYallbHOE JIMHEWHOE MpPOTrpaMMHUpOBaHUE; MHOrowieHsl JlexxaHapa;
nenbTa-QyHKINS.

Introduction

The simplest of these tasks can be solved by
conventional means, if it is the class of functions in
which a decision is based [1, p.25]. It was found that the
quality of the solution is higher the more "a delta" has a
character of its analytical solution. It is shown that the
exact solution of the simplest problem of continual
linear programming must be sought in the class of delta
functions [1, p.48]. In general, the synthesis problem

can be formulated as follows: Let the input of a linear
system with a known frequency response signal is, the
spectral power is described by the function. Find a
function that maximizes functional:

TC(R)X(R)dR’ Re[R.R,] (1)

and satisfying the limits for the spectral power of the
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signal system
IA X(RMR=B,, i=12,..m (2)
X(r)>0, 3)

where C (R), A7(R) - are integrated in the R

function. The research in this article is dedicated to the
development of exact methods for solving the above
problem of continual linear programming (1)-(4).

1. The formulation of the problem in the class
of Legendre polynomias
Let’s introduce the variable t [1, p.24]:
_2R-R,-R, R:t(R2 —~R)+R,+R, "
R,-R 2
with provision of which, we will get the next

presentation of our problem:
R

2 _(Rz_Rl)l t(RZ_Rl)+R2+R1
| C(R)x (R)R = 5 jl c( )x

R 2

xX[t(Rz —R1)2+ R, +R jdt’ )

R, ]
[ 4, (Rpx(R)ar = B~ R) J‘A{t(Rz —R1)2+R2 R )
R e
XX(I(RQ _R1)2+R2 +Rl jdt’ ©
X(t(Rz_Rl)z—'_Rz +le>0. (7)

Using the labeling for c(f) a,(t), x(¢):
c(t) = (Rz ;Rl) ; C(t(Rz _R1)+ R, +R j’

2
ai(t):(R2_Rl).Ai(t(RZ_RI)_'_RZ_'_Rl)’ (8)

2 2
x(t):X(I(Rz—R1)2+R2+R1jZO. ©

Let’s present the problem in a canonical form:

Jelo)lo)ar (10)

-1

j‘ai (t)x(t)dt = b, ,

i=12,.,m, (11)

x(1) 20, (12)

where c(t),a(t) because of integrability of C(R),
A,(R) on the interval are the integrable functions on

the interval 7 € [~ 1;1].
If the limits of the integration in (1) and (2) are
respectively different and equal R,,,R,, for (1) and

R,,,R,, (2) then selecting, R,= max{Rl.j} ,
R = min{Rl.j} , (i=12;j=12) and setting
function C(R)z() for R&E[RH,RZI], A(R)=

for R ¢ [RIZ,R ], when the problem is reduced to
the form (1)-(3).

2. Solution of the problem in the class of
Legendre polynomials

The solution X(t) is presented on the interval

te [— 1'1] in the form of an expansion in Legendre
polynomials P, () [4, p.64-74]:

1
=270, 7= 2 [+ 0t

-1

Loare 1)
P(t)= 13
Representing the spe01f1ed functions c(t),ai (t)

(8) in the form of a convergent series, i = 1,2,...,m

0 1
=>o,n(0) .o, 2”2“ [el)p, (ar. (1)
1
)= 0. o, =55 [alo)R 0. 15

-1

let’s comply the integration (10), (11) of the formula
[4,p.71]:

1

Ic(t)x(t)dt=fim(t)im(t)dt

-1 _1n=0

—ZO'n}/an z')dr Zanyn , (16)
1

Ic (t)dt = IZO‘ Zyk =

-1 —1n=0

—anIP (r)dr= ch,, .(17)

and we’ll get the statement of the problem, Wthh
consists in maximizing function

Cepus THOOPMAILIMMOHHBIE TEXHOJIOT'MA
INFORMATION TECHNOLOGIES Series




I—IA y I-]'] —IbIM Pihnastyi 0.M.Development of methods for solving the tasks of the continium linear

programming using Legendre polynomials // Cemesoli scypHan «HayuHblil pezysbmamn. 14
PEBY.I Al TAT Cepus «HH@opmayuonHble mexHoaozuu». - T.1, Ne1, 2016.
RESEARCH RESU LTI
Py (t)
1,00 g
1 e e P[} (t) ..................
ﬂ}ﬁﬂ L, s, R SR | RS SRR N 1 o |
ﬂ}d.ﬂ .............................................................................
[],Zl:] ...................................................................
ﬂ,ﬂﬂ .......................................................................
-ﬂ}gﬂ ................................................................................
-ﬂ}d.ﬂ N . T AR~ S K S
0,60 {{f A Pl (t) ....... P2 (t) P3 (t) P4 (t) ]_:)5 (t)
0,80 ff P e e e e b e e e s e e e b e e s e e s e
_Lnﬂ ............................................................................................. t .....
-1,00 -0,75 -0,50 -0,25 0,00 0,25 0,50 0,75 1,0
Fig. 1. Legendre’s polynomials Pn(t), n=0,1,2,3,4,5
Z 2
> 0.7, S max. (18) (2n+1)-2”N!(N;n)!
n=0 n+
e ) Vo= ; (23)
satisfying constraints n —
yime s (N nj!-(N+n+l)!
Y a %705 =b,i=12,...m, (19
n=0 +1 when (N —n) is even integer, which contains the
Z P (I)Z 0. te [_ 1’1]. (20) finite number N Legendre’s polynomials P, (t)
Let’s deal with the solution of the problem (10)- 3. The usage of Legendre polynomials for
(12) for the case when the functions C (R), A(R) constructing exact solutions

Let’s imagine, that C(R) and A,(R) are
N, . N ) polynomials R degree N, and N,, N, > N, . In the
:ZoHnR ) Ai(R):zWi,nR ., 2D view of the identities (22), (23) with (8) functions

n=0

are represented by polynomials of degree N1, N2:

C(t), a, (l) are polynomials and the degree N, and

with coefficients I, and W, . These include the

problem of the LPC, which limits (2) defines the N, with the expansion coefficients o,, @,
) respectively (14) and (15). We represent the right

moment of order IR’X (R)dR = B, to the range of side of (11) integral with the integrand containing
R Legendre polynomials, i =1,2,..

variation of a random variableR e [R],Rz],

b= jzﬂ,niz"” B, P (t)dr . 24)

[1, p.13-17]. The expression ¥ can be represented

by the expansion of the form [5, p.79]: o 1 ;20
21V N! § a; Cit'— Cztn n 1=
! _'2217% n yAI __(g?&jg_’ yﬁ =:O’ (22) £ J;;; :E:}% >1

when (N - n) is odd number,
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—IZﬂm S 2 p R (ar, 25)

—1n=0
and we will get an equatlon that must be solved for

'Yk,izl,Z, »m:

.[Zaln n Z}/k ﬁt_

—11n=0

—IZﬂm S R o)

—1n=0
In the view of orthogonal polynomials Pk(t)
expression (26) can be presented as:

Izazkp 7k ﬁt—

—1k=0
(e )P (), e, =0, (27)

2k +1
j Zﬂ, \
when k > N ,. The solvmg for y, we will present as

—1n=0

next

o 2k+1
=Yoo k). e

n=0
By substituting (28) into (27) we obtain

[So i i 2R 0, R )P0 =

_1n=0 k=0

—IZ/% S 2 p (R (. 29)

—1n=0
The solving is next:

x<r>=iw£2k;1a(tnm<r>, G0)

n=0 k=0

where @, the constants of integration. The right side
of formula (30) can be written as follows:

2k +1
2 hE)R()=066-1). G

k=0
that allows to present the solution (30) this way:

SOB I TATIOR W)

n=0 k=0

N
> w0,st-t,) (32)
n=0

Indeed, integrating with the left side of (29),
taking into account (15) we obtain:

[30,3 0, 2 )R () (i -

_11n=0 k=0

Z i 2k+1 IP )dt—

n=0 k=0

=> 0 ZalkP Z . (33)

n=0
On the other hand using (32) a similar result
can be written:

N
IZw&t t)a (0= 0,at,). (34
_1n=0 n=0

An important fact is that if the coefficients y, of

one and quite simply determined by (11), (25),
i=12,...m:

j (¢ )dr = Za, Fogr 7 =be 69

+1
-1
The rest (N] N2) of the coefficients y, are

determined from (18) with the unambiguous
representation (28), (31). It should be noted that by

virtue of (28) to determine y, the condition x(t) >0

will be satisfied when N — oo . This condition limits
the range of acceptable solutions (10)-(12).

4. An algorithm for solving the simplest
problem
Consider the exact solution of the problem (1)-

(3) for functions C(R)=1—R2 Ao( )=1 [1, p.24]:

1
[ (- R*)x (R)R. jX (R)R =S,.X(£)=0,
-
Re[-11]. (36)
Using (8) and (9) represent the task (36) in the
form:

jc(t)x(t)dt ,ct)=1-12, (37)

-1
1

JaoW)e)ar = s,

-1

x(r)=0, Re[- 1;1] (39)

Functions c(t) (37), ao(t) (38) in a series in
Legendre polynomials

)=R0-( 520+

=2R()-2P0). «

a,(t)=1, (38)

2n0)-
)=

o(0)=R). @0
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where 1= (1), £° :Gpo(t)%pz(t)j.

This allows you to write the problem (37)-(39) as
(18)-(20) as follows:

4,4 — max (41)
370 1572 ,

So
20y=8, =7, = 2 (42)

ihpn(t)ZOJE[—l;l]. (43)
=0

Since (42) a, (t) is represented by one member of

the decomposition a (t): I:{)(Z) (40), the search y, for

maximizing the functional (37) use the equation (32),
N =1, equating the coefficients in different k :

Vo=—, k=0, 0,=2y,=3S,, (44)

5
72=a)05Pz(tn), k=2. (45)

Substituting y,, (42), 7, (43) to (41), we define
t, in which the expression (41) takes the maximum
value:

16
4 4 5 4 2
570_Ewozpz(tn)zg%_ga)opz(tn):
4
= n(=R)>mx @)

The function has a maximum value of the functional
(37) is reached at P, (tn) —> min . Where should be

P,(r, =0)=-0.5 . Thus:

0 4 4
M :.[c(t)x(t)dt :gyo —E}/z —>max =S,

47
when

2k +1
0= % ReR0. @
k=0

Figure 2 shows the behavior of the functional
value of M (47) depending on the number of
polynomials in the solution x(t) (48) for S, =1. It can
be seen that when k > 2 no functional change its value
remains constant. This result is due to the finite number

of polynomials P, (t) in the expansion of C(t) (40).

‘n

1 2 3 4 5 6 7 8 9 10

Fig. 2. The dependence of the value of the functional M(n) (46) on the number n of the Legendre polynomials P, (t )
in the solution x(t ) (47) for the case S, =1

The solution (37)-(39) is shown in Figure 3. It
can be seen that an increase in terms of expansion
solution presented in the form of (32) takes a delta
character. Each of the solutions presented provides a

value of the functional (10) M=1 if the constraint for
S, =1 (11). However, compliance with the

inequality x(t)z 0 is satisfied for N — 0.
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14,00
12,00
10,00
8,00
6,00
4,00
2,00

0,00 oy

-2,00

-1 -08 -0,6 -0,4 -0,2

Fig. 3. Accuracy representation x(t ) (47) for the case S, =1 according to the n in the expansion

of Legendre polynomials P, (l‘ )

Conclusion
Investigation of properties of solutions of the continuum
of linear programming have led to the following conclusions,
which are as follows:

1. If the functions c(t) and ai(t) are

represented by finite power series of the form (21),
the problem (10)-(12) has an exact solution

x(t) = i }/nPn(t) presented Legendre polynomials
n=0

(13).

2. For calculating the coefficients p,

determining the form of the solution x(t), we get

easy and convenient for practical calculation formula
(28).
3. Analitically

shown that the solution

x(t) = i 7. P (t) degenerates into a superposition of
n=0

delta functions, which confirms the conclusions
drawn in [1, p.126] — the solution (10)-(12) must be
sought as a linear combination of delta functions.

4. Usage of the orthogonal system of functions
allowed to formulate noniteration ability to exact
solution (30) of the problem (10)-(12).

5. If for c(t) (14) and ai(t) (15) do not permit

expansion in an orthogonal set of functions in a finite
series, then the solution may be found with a given
accuracy. Its value is determined by the accuracy of

representation of the specified functions c(l‘) and
a; (t) finite power series (14), (15).
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